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Abstract. In recent years there has been massive progress in the development of technologies for storing and processing of data. If statistical
analysis could be applied to such data when it is distributed between several organisations, there could be huge benefits. Unfortunately, in many
cases, for legal or commercial reasons, this is not possible.
The idea of using the theory of multi-party computation to analyse efficient algorithms for privacy preserving data-mining was proposed by
Pinkas and Lindell. The point is that algorithms developed in this way
can be used to overcome the apparent impasse described above: the owners of data can, in effect, pool their data while ensuring that privacy is
maintained.
Motivated by this, we describe how to securely compute the mean of
an attribute value in a database that is shared between two parties. We
also demonstrate that existing solutions in the literature that could be
used to do this leak information, therefore underlining the importance
of applying rigorous theoretical analysis rather than settling for ad hoc
techniques.
1
Introduction
In recent years there has been massive progress in the development of technologies for networking, storage and data processing. Such progress has allowed the
creation of enormous databases storing unprecedented quantities of information.
This possibility to store and process huge quantities of information throws up
the question of privacy. The need for privacy may be a legal requirement, in the
UK for example there are strict rules for any party that holds information about
individuals [24]. It may also be motivated by commercial interests: a pharmaceutical company does not want the results of its trials to become available while
products are still being developed based on these results. On the other hand,
if it were not for such privacy considerations, there could be significant mutual
benefit in pooling data for research purposes, whether it be scientific, economic
or market research. This apparent impasse is the motivating factor for our work.
We consider a situation in which there are two parties, each owning a database.
Suppose that there is some attribute present in both databases. We propose a
protocol which the two parties can use to evaluate the mean of this attribute
value for the union of their databases. This is done in such a way that, at the
end of the protocol, the two parties learn the mean and nothing else. No trusted
party is required.
Related work The problem that we have described above is a case of secure
two-party computation. This notion was first investigated by Yao who proposed
a general solution [28]. The two-party case was subsequently generalised to the
multi-party case [3, 6, 18]. Although these solutions are general, they may not be
terribly efficient when used with huge inputs and complex algorithms. We are
therefore interested in a tailor-made protocol for the problem in question.
In [20, 21] Pinkas and Lindell analysed an algorithm for data-mining in the
model for secure two-party computation. This work has stimulated research in
the cryptography community into tools for working securely with large, distributed databases [1, 15].
Several algorithms that could be used for two parties to compute the mean
of their combined data have already been proposed [9, 11, 12]. None of these
solutions have been analysed in the formal model of security for two-party computation; moreover, in the appendices of this paper we demonstrate that they
leak information. Similar weaknesses are also found in related protocols proposed
elsewhere [7, 9–13, 25, 26].
Outline The paper proceeds as follows. In Section 2 we discuss the notion of
secure two-party computation that we will be working with. We describe how
our protocol works in Section 3 and Section 4: in Section 3 we assume the
existence of oracles to compute the low-level functions required by our protocol
and in Section 4 we give secure implementations of these oracles. We conclude
Section 4 by comparing of our protocol with Yao’s general solution for two-party
computation applied to computing the mean. In the appendices we discuss other
solutions that have been proposed and show why they are insecure.
2
Secure two-party computation: definitions and results
We define secure two-party computation following Goldreich [17]. An equivalent
model and results may be found in [4]. Henceforth, all two-party protocols will
involve the two parties P1 and P2.
We will consider semi-honest adversaries. A semi-honest adversary is an adversary that follows the instructions defined by the protocol; however, it might
try to use the information that it obtains during the execution of the protocol to
learn something about the input of the other party. Using techniques such as the
GMW compiler of Canetti et al. [5], a protocol that is secure against semi-honest
adversaries can be made secure against adversaries that attempt to deviate from
the protocol.
2.1
Definitions
Using the notation of Pinkas and Lindell [20, 21], let f : {0, 1}∗ &times; {0, 1}∗ →
{0, 1}∗ &times; {0, 1}∗ be a function. Denote the first element of f (x1 , x2 ) by f1 (x1 , x2 )
and the second by f2 (x1 , x2 ). Let π be a two-party protocol for computing f .
The views of P1 and P2 during an execution of π(x1 , x2 ), denoted viewπ1 (x1 , x2 )
and viewπ2 (x1 , x2 ) respectively, are
viewπ1 (x1 , x2 ) := (x1 , r1 , m1,1 , . . . , m1,t ) and
viewπ2 (x1 , x2 ) := (x2 , r2 , m2,1 , . . . , m2,t )
where ri denotes Pi’s random input, and mi,j denotes the j-th message received
by Pi. The outputs P1 and P2 during an execution of π(x1 , x2 ) are denoted
outputπ1 (x1 , x2 ) and outputπ2 (x1 , x2 ) respectively. We define
outputπ (x1 , x2 ) := (outputπ1 (x1 , x2 ), outputπ2 (x1 , x2 )).
Definition 1 (Privacy w.r.t. semi-honest behaviour). We say that π privately computes a function f if there exist probabilistic, polynomial-time algorithms S1 and S2 such that
{S1 (x1 , f1 (x1 , x2 )), f (x1 , x2 )} ≡ {viewπ1 (x1 , x2 ), outputπ (x1 , x2 )}, and
{S2 (x2 , f2 (x1 , x2 )), f (x1 , x2 )} ≡ {viewπ2 (x1 , x2 ), outputπ (x1 , x2 )}
(1)
(2)
where ≡ denotes computational indistinguishability.
Equations (1) and (2) state that the view of the parties can be simulated
given access to the party’s input and output only. Recall that the adversary
here is semi-honest and therefore the view is exactly according to the protocol
definition. Note that it is not sufficient for simulator Si to generate a string
indistinguishable from viewi (x1 , x2 ): the joint distribution of the simulator’s
output and the functionality output f (x1 , x2 ) must be indistinguishable from
{viewπi (x1 , x2 ), outputπ (x1 , x2 )}. This is necessary for probabilistic functionalities [17].
A simpler formulation for deterministic functionalities In the case that
the functionality f is deterministic, it suffices to require that simulator S i generates the view of party Pi, without considering the joint distribution with the
output. That is, we can require that there exist S1 and S2 such that
{S1 (x1 , f1 (x1 , x2 ))} ≡ {viewπ1 (x1 , x2 )}, and
{S2 (x2 , f2 (x1 , x2 ))} ≡ {viewπ2 (x1 , x2 )}.
The reason that this suffices is that when f is deterministic, outputπ (x1 , x2 ) must
equal f (x1 , x2 ). See [17] for a more complete discussion.
Private Approximations If we privately compute an approximation of a function, we may reveal more information than we would by computing the function
itself. To capture this we use the framework of Feigenbaum et al. [14] for private
approximations. We restrict ourself to the case of deterministic functions f .
We say that fˆ is an ε-approximation of f if, for all inputs (x1 , x2 ),
|f (x1 , x2 ) − fˆ(x1 , x2 )| &lt; ε.
Definition 2. We say that fˆ is functionally private with respect to f if there
exist a probabilistic, polynomial-time algorithm S such that
S(f (x1 , x2 )) ≡ fˆ(x1 , x2 )
where ≡ denotes computational indistinguishability.
Definition 3. Let f be a deterministic function. We say that π privately computes an ε-approximation of function f if π privately computes a (possibly randomised) function fˆ such that fˆ is functionally private with respect to f and fˆ
is an ε-approximation of f .
2.2
Secure composition of two-party protocols
Before stating the composition theorem that we will use, we first need to define
two notions: oracle-aided protocols and reducibility of protocols.
Definition 4 (Oracle-aided protocols). An oracle-aided protocol is a protocol augmented by two things: (1) pairs of oracle-tapes, one for each party; and
(2) oracle-call steps. An oracle-call step proceeds by one party sending a special
oracle-request message to the other party. Such a message is typically sent after
the party has written a string, its query, to its write-only oracle-tape. In response
the other party writes its own query to its write-only oracle-tape and responds
to the requesting party with an oracle-call message. At this point the oracle is
invoked and the result is that a string is written onto the read-only oracle-tape
of each party. Note that these strings may not be the same. This pair of strings
is the oracle answer.
In an oracle-aided protocol, oracle-call steps are only ever made sequentially,
never in parallel.
Definition 5 (Reducibility of protocols).
– An oracle-aided protocol uses the oracle-functionality f if its oracle answers
according to f . That is, when the oracle is invoked with requesting party
query x1 and responding party query x2 , the oracle answers f1 (x1 , x2 ) to the
requesting party and f2 (x1 , x2 ) to the responding party.
– An oracle-aided protocol using the oracle functionality f is said to privately
compute a function g if there exist polynomial-time algorithms S1 and S2 that
satisfy (1) and (2) (from Definition 1) respectively, where the corresponding
views of the oracle-aided protocol g are defined in the natural manner.
– An oracle-aided protocol privately reduces g to f if it privately computes g
when using the oracle-functionality f . If this is so, we say that g is privately
reducible to f .
Theorem 1 (Composition theorem [17]). Suppose that g is privately reducible to f and that there exists a protocol for privately computing f . Then,
the protocol g 0 derived from g by replacing oracle calls to f with the protocol for
computing f privately computes g.
Theorem 1 above will greatly simplify our analysis. It allows us to first describe
and analyse an oracle-aided protocol in Section 3 before separately discussing
how to implement the low-level details in Section 4.
3
An oracle-aided protocol for computing the mean
In this section we describe oracle-aided protocol for computing an approximation
of the mean. We first describe the oracles that we will use in Section 3.1 before
discussing the actual protocol in Section 3.2. The notation that we will be using
in the remainder of the paper is described below.
Notation Let a be a real number. We denote by bac the largest integer b ≤ a,
by dae the smallest integer b ≥ a, and by dac the largest integer b ≤ a + 1/2. We
denote by trunc(a) the integer b such that b = dae if a &lt; 0 and b = bac if a ≥ 0;
that is, trunc(a) rounds a towards 0.
Let p be a positive integer. All arithmetic modulo p is done centred around
0; that is c mod p = c − dc/pcp.
3.1
The oracles
Much of our computation is going to occur in a suitably large finite field. Henceforth we denote this field Fp . We will elaborate on what “suitably large” means
in Section 4 when we discuss how to implement the oracles used by our protocol.
We will make use of various oracles for two-out-of-two sharing. These are
described below. In all the definitions we assume that P1 and P2 input y 1 and
y2 to the oracle respectively, and we let f be a function of (y1 , y2 ).
Oracle for additive shares of f (y1 , y2 ) over Fp : The oracle chooses s1 at random from Fp , sends s1 to P1, and sends s2 = f (y1 , y2 ) − s1 to P2. Players
now hold s1 and s2 such that s1 + s2 = f (y1 , y2 ).
Oracle for multiplicative shares of f (y1 , y2 )(6= 0) over F∗p : The oracle chooses
s1 at random from F∗p , sends s1 to P1, and sends s2 = f (y1 , y2 )/s1 to P2.
Players now hold s1 and s2 such that s1 s2 = f (y1 , y2 ).
Oracle for additive shares of f (y1 , y2 ) over the integers: This definition requires a little more care. First we assume that f (y1 , y2 ) ∈ [−A, A] for some
A and we let ρ be a security parameter. Now, the oracle chooses s1 at random from [−A2ρ , A2ρ ], sends s1 to P1, and sends s2 = f (y1 , y2 ) − s1 to P2.
Players now hold s1 and s2 such that s1 + s2 = f (y1 , y2 ).
Note 1. By defining an appropriate f , the oracles above can be used to convert
shares of one type to shares of another type.
The primitive that we will make the most use of is oblivious polynomial evaluation
(OPE).
Oracle for OPE: One of the players takes the role of the sender and inputs a
polynomial P of (public) degree l over Fp to the oracle. The second player,
the receiver, inputs z ∈ Fp to the oracle. The oracle responds to the receiver
with P (z). The sender requires no response.
The idea of OPE was first considered in [22] where an efficient solution requiring
O(l) exponentiations and with a communication cost of O(l log p) was proposed.
This method uses a 1-out-of-N oblivious transfer (OT) from [23]. This OT protocol requires O(1) exponentiations. We note that all exponentiations can be
carried out over a different – potentially smaller – finite field.
3.2
The protocol
Suppose that P1 has n1 entries in its databases and P2 has n2 . Denote these
{x1,1 , x1,2 , . . . , x1,n1 } and {x2,1 , x2,2 , . . . , x2,n2 } respectively. Let
x1 =
n1
X
x1,i and x2 =
n2
X
x2,i .
i=1
i=1
Without loss of generality we will assume that x1 and x2 are integers; appropriate
scaling can be applied otherwise. Our problem becomes computing
M=
x1 + x 2
n1 + n 2
where P1 knows (x1 , n1 ) and P2 knows (x2 , n2 ). We will assume that there are
some publicly known values N1 and N2 such that
−2N1 ≤ x1 + x2 ≤ 2N1 , 0 &lt; n1 + n2 &lt; 2N2 .
We describe an oracle-aided protocol for privately computing an approximation
M̂ ≈
x1 + x 2
.
n1 + n 2
By adding random noise we show how our protocol can be modified to privately
approximate the mean M in the framework of Feigenbaum et al. [14].
Let m be the closest power of 2 to n1 + n2 , that is
2m−1 + 2m−2 ≤ n1 + n2 &lt; 2m + 2m−1 and m ≤ N2 .
Let m1 and m2 be defined analogously for n1 and n2 respectively. Let
k = max{m1 , m2 } + 1 ∈ {m, m + 1}.
With k thus defined we have
n1 + n2 = 2k (1 − ε) where −
5
1
&lt;ε≤ .
2
8
We can express
1
1
1
= k
= k
n1 + n 2
2 (1 − ε)
2
&Atilde;
∞
X
i=0
ε
i
!
1
= k
2
&Atilde;
d
X
i=0
ε
i
!
+
1
Rd
2k
2
where |Rd | &lt; 83 ( 58 )d+1 &lt; 2− 3 d+1 .
It follows that
d
X
2N2 d+k
(2N2 ε)i 2N2 (d−i) + 2N2 d Rd .
=
n1 + n 2
i=0
(3)
Let
Z=
d
X
(2N2 ε)i 2N2 (d−i) .
(4)
i=0
We are almost ready to describe our protocol, first we define some polynomials that it will use. For i = 2, . . . , N2 +1, let Pi (X) be a degree N2 −1 polynomial
such that, for X ∈ {2, . . . , N2 + 1}
(
1 X=i
Pi (X) =
0 otherwise.
With the definitions above we can now describe the protocol. In the description, when we say that P1 or P2 “inputs” something we mean that it inputs it
to an oracle that computes the required functionality. Without loss of generality
we can assume x1 + x2 6= 0 (we do this to allow field multiplication); the case
x1 + x2 = 0 can be handled as a special case.
Note 2. We assume that Fp is sufficiently large that whenever a conversion from
the integers to Fp is necessary, for an oracle or a player, it can be done in the
obvious way without having to do any modular reduction. We will see what this
means for the value of p in Section 4.
Protocol 1 Oracle-aided protocol to compute a private 2−t -approximation M̂
2
of M = nx11 +x
+n2
Set d = d 23 (t + N1 + 2)e.
1. P1 and P2 input n1 and n2 respectively. Oracle returns additive shares
F
aF
1 , a2 of Z over Fp .
F
2. P1 and P2 input aF
1 and a2 respectively. Oracle returns additive shares
I
I
a1 , a2 of Z over Z.
3. For j = 2, . . . , N2 + 1:
– P1 computes b1,j = baI1 /2j c
– P2 computes b2,j = baI2 /2j c
4. Parties locally convert their shares back into additive Fp shares ci,j ,
where share ci,j is the Fp equivalent of integer share bi,j .
5. P1 and P2 input m1 and m2 respectively. Oracle returns additive shares
d1 , d2 of k over Fp .
6. P1 chooses e1 at random from Fp and defines the polynomial
R1 (X) =
NX
2 +1
c1,i Pi (d1 + X) − e1 .
i=2
P1 runs an OPE protocol with P2 so that P2 learns e2 = R1 (d2 ) and
P1 learns nothing.
7. P2 chooses f2 at random from Fp and defines the polynomial
R2 (X) =
NX
2 +1
c2,i Pi (d2 + X) − f2 .
i=2
8.
9.
10.
11.
12.
13.
P2 runs an OPE protocol with P1 so that P1 learns f1 = R2 (d1 ) and
P2 learns nothing.
P1 and P2 input e1 + f1 and e2 + f2 respectively. Oracle returns multiplicative shares g1 , g2 of (e1 + f1 ) + (e2 + f2 ) over Fp .
P1 inputs x1 and P2 inputs x2 . Oracle returns multiplicative shares h1 ,
h2 of x1 + x2 over Fp .
P1 computes M̂1 = g1 h1 &middot; 2−N2 d and sends it to P2.
P2 computes M̂2 = g2 h2 &middot; 2−N2 d and sends it to P1.
P1 computes and outputs M̂ = M̂1 M̂2 .
P2 computes and outputs M̂ = M̂1 M̂2 .
Theorem 2. Protocol 1 correctly computes an 2−t -approximation of M =
x1 +x2
n1 +n2 .
Proof. By (3), (4) and by definition of the oracles used in steps 1 and 2, after
step 2 of the protocol, P1 and P2 hold aI1 and aI2 respectively such that
&macr;
&macr; N d+k
&macr;
&macr;2 2
I &macr;
I
N2 d
&macr;
)
+
a
−
(a
Rd .
2 &macr;≤2
1
&macr; n1 + n 2
Once the local computation takes place in step 3, P1 and P2 hold b1,k and b2,k
such that
&macr; Nd
&macr;
&macr; 2 2
&macr;
N2 d−k
&macr;
&macr;
Rd + 2 ≤ 2N2 d Rd + 2.
&macr; n1 + n2 − (b1,k + b2,k )&macr; ≤ 2
Using the bound on the error term Rd we get
&macr;
&macr; Nd
&macr;
&macr; 2 2
d(N2 − 32 )+2
&macr;
&macr;
.
&macr; n1 + n2 − (b1,k + b2,k )&macr; ≤ 2
(5)
However, the players cannot identify k.
By definition of the oracle invoked at step 5 and the construction of the polynomials R1 and R2 , after step 7 P1 and P2 hold (e1 , f1 ) and (e2 , f2 ) respectively
such that
e1 + e2 = c1,k and f1 + f2 = c2,k .
Moreover, by (5) and the properties of the conversion used at step 4, when
e1 , e2 , f1 and f2 are considered as integers we have
&macr;
&macr; Nd
&macr;
&macr; 2 2
d(N2 − 32 )+2
&macr;
&macr;
−
((e
+
f
)
+
(e
+
f
))
.
(6)
1
1
2
2 &macr;≤2
&macr; n1 + n 2
Once the final steps have been executed, by (6) and by definition of N1 , when
M̂ is treated as an integer we have
&macr;
&macr;&micro;
&para;
&macr;
&macr; x1 + x 2
2
N2 d
N2 d &macr;
&macr;
− M̂ 2 &macr; ≤ 2d(N2 − 3 )+N1 +2 .
&macr; n1 + n 2 2
Therefore, once the factor of 2N2 d is removed from M̂ , we obtain an approximation such that
&macr;&micro;
&macr;
&para;
&macr; x1 + x 2
&macr;
&macr;
&macr; ≤ 2− 32 d+N1 +2 ≤ 2−t .
−
M̂
(7)
&macr; n1 + n 2
&macr;
t
u
Theorem 3. Protocol 1 is private.
Proof. To prove privacy we must define simulators S1 and S2 as in Definition 1.
We describe simulator S1 as a list of steps 1-13 to output what comes into view
of P1 at the appropriate step of Protocol 1. The description of S2 is similar.
S1 (x1 , M̂ )
1. Choose aF
1 at random from Fp .
2. Choose aI1 at random from [−A2ρ , A2ρ ].
3. Do nothing - local computation going on.
4. Do nothing - local computation going on.
5. Choose d1 at random from Fp .
6. Do nothing - P1 learns nothing from an oracle for OPE.
7. Choose f1 at random from Fp - P2 would choose f2 at random and so
f1 has the correct distribution.
8. Choose g1 at random from F∗p .
9. Choose h1 at random from F∗p .
10. Do nothing - local computation going on.
11. Compute M̂2 = M̂ /(g1 h1 ) mod p.
12. Do nothing - local computation going on.
13. Output M̂ .
t
u
Achieving functional privacy We sketch how our protocol can be modified
to achieve functionally privacy with respect to the mean function. This is done
by adding random noise before outputting the approximation (see also [14]).
Assume that Protocol 2 is being used to compute a 2−2t -approximation of
the mean M . The modified protocol proceeds as before as far as step 9. In the
new step 10, P1 inputs g1 h1 and P2 inputs g2 h2 to an oracle that returns additive
shares of g1 h1 g2 h2 over Z. Each player performs division of the resulting shares
by 2N2 d locally. The players now have additive shares of M̂ . Let us denote these
M̂10 and M̂20 . If the players output their shares at this point, the result would
be identical to that for Protocol 1; however, before P1 and P2 output M̂10 and
M̂20 respectively, the players individually add uniform random noise in the range
[−2−t , 2−t ] to their shares. Only once this random noise is added do the players
individually output their shares with precision 2−2t . Adding these shares gives
an approximation M̂ 0 of the mean M .
It is easy to verify that the modified protocol computes a 2−2t + 2−t+1 approximation M̂ 0 of M . It remains to show that the M̂ 0 computed in the
modified protocol is functionally private with respect to M : we require a simu2
lator as described in Definition 2. Suppose that a simulator given M = nx11 +x
+n2
adds uniform random noise R1 and R2 in the range [−2−t , 2−t ] and outputs
S(M ) = M + R1 + R2 with precision 2−2t . It can be readily checked that the
statistical difference between S(M ) and M̂ is about 2−t . This implies that the
function computed by the modified protocol is functionally private with respect
to the mean. The properties of the modified protocol give us the following theorem.
Theorem 4. There exists a protocol that privately computes an approximation
of the mean.
3.3
The variance and standard deviation
Using the notation of Section 3.2, let
x̃1 =
n1
X
i=1
x21,i , x̃2 =
n2
X
x22,i and M̃ =
i=1
x̃1 + x̃2
.
n1 + n 2
It is easy to use the techniques of Protocol 1 to compute the sample variance
&Atilde;n
!
n2
1
X
X
x̃1 + x̃2
1
2
2
2
(x2,i − M )
(x1,i − M ) +
=
− M2
σ =
n1 + n2 i=1
n
+
n
1
2
i=1
as follows. One first computes multiplicative shares of M by following Protocol 1
until P1 and P2 hold M̂1 and M̂2 respectively. These shares are squared locally
to give P1 and P2 multiplicative shares of M 2 which are then then converted
to additive shares a1 and a2 . The next step is to apply Protocol 1 replacing x1
and x2 with x̃1 and x̃2 respectively until P1 and P2 hold multiplicative shares
of M̃ which are then converted to additive shares b1 and b2 . Now, b1 − a1 and
b2 − a2 is an additive sharing of the variance as required. The standard deviation
is obtained by taking the non-negative square root.
4
Implementing the oracles
Here we describe how to implement the various oracles used by Protocol 1.
The security of the resulting construction then follows from Theorem 1. These
protocols all use an oblivious polynomial evaluation protocol OPE, for example
that proposed in [22] could be used.
Conversion protocols Protocol 2 (ATM) can be used for converting additive
to multiplicative shares over Fp as required in steps 8 and 9 of Protocol 1.
Protocol 2 ATM(a1 , a2 ) where a1 + a2 = x(6= 0)
1. P1 chooses m1 at random from F∗p and constructs the polynomial
−1
P (X) = m−1
1 a1 + m1 X.
2. P1 runs OPE with P2 so that P2 learns m2 = P (a2 ) = m−1
1 a1 +
−1
m−1
a
=
m
x.
2
1
1
At the end the parties hold multiplicative shares m1 , m2 of x.
Protocol 3 (MTA) can be used for converting multiplicative to additive shares
over Fp . It will be necessary for Protocol 5 that we describe shortly.
Protocol 3 MTA(m1 , m2 ) where m1 m2 = x
1. P1 chooses a1 at random from F∗p and constructs the polynomial P (X) =
−a1 + m1 X.
2. P1 runs OPE with P2 so that P2 learns a2 = P (m2 ) = −a1 + m1 m2 =
x − a1 .
At the end the parties hold additive shares a1 , a2 of x.
Step 2 of Protocol 1 require a protocol to convert additive shares from Fp into
additive shares from the integers. This is not as straightforward as it sounds.
Suppose that z = z1F + z2F over Fp . The corresponding equation over the integers
is z = z1F + z2F − lp for some l. We therefore need to know l in order to make
the conversion.
Suppose that our parties have shares (z1F , z2F ) over Fp where
−2n−1 &lt; z = z1F + z2F mod p &lt; 2n−1
for some n. If p &gt; 2ρ+n+4 , where ρ is a security parameter (see Section 4.1),
the parties can use Protocol 4 to compute additive shares z1I , z2I of z over the
integers. Protocol 4 is taken from [2] and specialised to the two-party case.
Protocol 4 FTI(z1F , z2F ) where z = z1F + z2F mod p
Let t = ρ + n + 2. P1 and&sup3;P2 &acute;
execute the following steps.
zF
1. P2 reveals a2 = trunc 22t to P1.
z F +2t a
2. P1 computes l = d 1 p 2 c.
3. P1 chooses an integer b1 at random from [−p2ρ , p2ρ ] and reveals b2 =
0 − b1 to P2.
4. P1 sets z1I = z1F + b1 − lp.
5. P2 sets z2I = z2F + b2 .
At the end the parties hold additive shares z1I and z2I of z over the integers.
Other protocols Step 1 of Protocol 1 requires a protocol for sharing Z additively over Fp . Before describing a protocol to do this we give a protocol,
Protocol 5, for sharing 2N2 ε .
Protocol 5 Sharing of 2N2 ε
1. The parties run ATM(n1 , n2 ) to obtain multiplicative shares a1 , a2 of
n1 + n 2 .
2. The parties run Protocol 7 followed by ATM to obtain multiplicative
shares b1 , b2 of 2k .
−1
3. P1 computes c1 = 2N2 a1 b−1
1 mod p, P2 computes c2 = a2 b2 mod p.
4. The parties run MTA(c1 , c2 ) to obtain additive shares d1 , d2 of c1 c2 mod
p.
5. P1 computes e1 = d1 − 2N2 −1 mod p and P2 computes e2 = d2 −
2N2 −1 mod p.
At the end the parties hold additive shares e1 , e2 of
2N2 ε = (n1 + n2 )2N2 −k − 2N2 .
We now have Protocol 6 for computing additive shares of Z over Fp .
Protocol 6 Sharing of Z
1. The parties run Protocol 5 to obtain additive shares a1 , a2 of 2N2 ε.
2. P1 chooses b1 at random and defines the polynomial
P (X) =
d
X
(a1 + X)i 2N2 (d−i) − b1 .
i=0
3. P1 runs OPE with P2 so that P2 learns b2 = P (a2 ) and P1 learns
nothing.
At the end the Parties hold additive shares b1 , b2 of Z.
At Step 5 of Protocol 1 we require a protocol for obtaining an additive sharing
of k over Fp . Protocol 7 below does this; it requires a polynomials Qa and Qb
that we define first.
We have m1 , m2 ∈ {1, . . . , N2 } and so m1 −m2 ∈ {−(N2 −1), . . . , (N2 −1)} =
S; there are 2N2 − 1 possibilities. Let Qa (X) and Qb (X) be the polynomials of
degree |S| − 1 = 2N2 − 2 such that for s ∈ S,
(
(
0 if s &lt; 0
0 if s ≤ 0
Qa (s) =
and Qb (s) =
(8)
1 if s ≥ 0
1 if s &gt; 0
Protocol 7 Sharing of k and 2k
1. P1 chooses a1 at random from Fp and defines the polynomial
P1 (X) = Qa (m1 − X)2m1 +1 − a1 .
2. P1 runs OPE with P2 so that P2 learns a2 = P1 (m2 ) and P1 learns
nothing.
3. P2 chooses b2 at random from Fp and defines the polynomial
P2 (X) = Qb (m2 − X)2m2 +1 − b2
4. P2 runs OPE with P1 so that P1 learns b1 = P2 (m1 ) and P2 learns
nothing.
At the end the parties hold additive shares a1 +b1 , a2 +b2 of 2k . By replacing
2m1 +1 and 2m2 +1 with m1 + 1 and m2 + 1 respectively, the same technique
can be used for sharing k.
It is straightforward to prove the correctness and the privacy of the protocols in
this section in the same manner as Theorem 2 and Theorem 3 for Protocol 1.
The security of the protocol derived from Protocol 1 by replacing each oracle call
with the appropriate protocol from this section then follows from Theorem 1.
4.1
Complexity
All that remains is to analyse the complexity of the final protocol and discuss
the security parameters.
Our protocol clearly runs in a constant number of communication rounds
between the two parties. The complexity of our protocol depends chiefly on the
accuracy of the result; this corresponds to the length d of the Taylor expansion.
After execution of Protocol 1, by (7) both parties end up with a real number M̂
such that
&macr;
&macr;
&macr; x1 + x 2
&macr;
− 32 d+N1 +2
&macr;
&macr;
≤ 2−t .
(9)
&macr; n1 + n2 − M̂ &macr; ≤ 2
Let us consider the size of the finite field Fp . For Protocol 1, we have to choose p
to be sufficiently large so that no unwanted wrap-around (modulo p) can occur.
The value Z that is computed in the first step satisfies the bound
0&lt;Z≤
d
X
&iexcl;
i=0
(5/8)2
&cent;
N2 i
2
N2 (d−i)
=2
N2 d
d
X
i=0
(5/8)i ≤ 2N2 d+2 .
Consequently for Protocol 4 (FTI protocol) to work we need a prime p &gt;
2N2 d+ρ+8 , where ρ is a security parameter, typically chosen as ρ = 80.
In steps 10 and 11 we have to ensure that the value of g1 h1 g2 h2 ≈ 2N2 d (x1 +
x2 )/(n1 + n2 ) does not exceed p. Now, we have the bound |g1 h1 g2 h2 | ≤ 2N2 d+N1 .
From these bounds on Z and g1 h1 g2 h2 , we conclude that the prime p must satisfy
log p &gt; N2 d + max{ρ + 8, N1 }. By an improved FTI protocol (using an implicit
representation of l in terms of shares) we can improve the requirement made to
the prime p to log p &gt; N2 d + N1 . This does not affect the asymptotic running
time of the FTI protocol.
The complexity of the protocol is clearly dominated by two operations: (1) Protocol 6 to compute shares of Z using OPE with a polynomial of degree d; and
(2) step 5 (implemented by Protocol 7), and steps 6 and 7 of Protocol 1 using
OPE with polynomials of degree 2N2 − 2 and N2 − 1 respectively.
Assume N = N1 + N2 . Using the OPE protocol from [22] this makes a computation cost of O(N2 + d) = O(N + t) exponentiations and a communication
cost of O((N2 + d) log p) = O((N + t)2 N ).
4.2
Comparison with the generic solution
In [28] Yao presents a constant-round protocol for privately computing any probabilistic polynomial-time functionality. We compare the complexity of our solution with the one obtained by using Yao’s generic solution.
Assume the given probabilistic polynomial-time functionality is given as a
binary circuit with N inputs and G gates. Without going into details, Yao’s
protocol requires a communication of O(G) times the length of the output of a
pseudo-random function (which we denote by β and is typically 80 bits long).
The main computational overhead of the protocol is the computation of the N
oblivious transfers plus the application of G pseudorandom functions.
In our case set N = N1 + N2 . A circuit computing an 2−t -approximation of
+x2
should compute the Taylor series, namely d = O(t + N ) multipliM = nx11 +n
2
cations in Fp . Assuming multiplication requires circuits of quadratic size 4 we
estimate the number of gates as G = O((t + N )N 2 ). This results in a communication cost of O(β(t + N ) log2 p) = O((t + N )3 N 2 β) which is larger than the
cost of our protocol by a factor of (t + N )N β. On the other hand, the number
of oblivious transfers (and so the number of exponentiations) for the generic
protocol is O(N ). If we also take into account the O((N + t)N 2 ) applications of
the pseudorandom generator, the computation cost remains much the same in
both cases.
For comparison, note that there is a computation–communication tradeoff
for oblivious transfer suggested in [23]. This can reduce the number of exponentiations by a factor of c at the price of increasing the communication by a factor
of 2c .
4
There exist circuits of size O(log p log 2 log p) for multiplication; however, assuming
quadratic circuits seems reasonable for realistic values of log p. We note that this
convention is also made in [2, 20, 21].
We also note that, using our techniques, all application of Yao’s circuits in
the log protocol from [20, 21] can be abandoned. This essentially leads to a slight
improvement – a multiplicative factor β – in the communication cost of [20, 21].
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A
Flaws in existing protocols
In this Section we review some protocols in the area of private information retrieval appearing or used in [7, 9–13, 25, 26]. We identify two general design techniques in protocols that lead to insecure solutions. First, to hide an (integer)
number, multiplying by a random integer and publishing the resulting product
is a bad idea as we outline below. This kind of “hiding by multiplication” technique only makes sense over a finite field where multiplication by a random field
element results in a random field element.
Second, as a tradeoff between security and efficiency, it could be tempting
to design protocols that leak some secret information. However, when revealing
some information about a secret value, one has to take extreme care not to
apply the protocol to another dependent instance (sequential composition) that
may result in leaking more information than initially intended. This is discussed
further below.
The mean protocol of Du and Atallah [9] In this subsection we review the
mean protocol from [9] (see also [7]) and show that it leaks information.
Protocol 8 Protocol to compute the mean M =
x1 +x2
n1 +n2 .
1. P1 generates two random integer numbers r and s (chosen from a
sufficiently large interval).
2. P1 runs OPE with P2 twice. The first time P2 learns a = r(x1 + x2 )
the second time it learns b = s(n1 + n2 ). P1 learns nothing.
3. P1 sends t = s/r to P2.
2
4. P2 computes t &middot; ab = nx11 +x
+n2 and sends it to P1.
First note that, after the second step of the protocol, P2 learns something about
x1 : P2 knows all the divisors of x2 and so if a|x2 and a 6 |r(x1 + x2 ) then it knows
that a 6 |x1 . We note that protocols 6 and 7 from [13] and the log protocol from
Du and Zhan (Section 5.2 in [12]) suffer from the same problem as the above
protocol and hence leak secret information.
Now we show that in some cases P1 can completely determine x2 and n2 .
Suppose that the random numbers r and s in the first step are integers chosen
from the interval [0, 2k − 1]. (The distribution of r and s is not specified in [9].
To properly hide x1 + x2 and n1 + n2 , r and s have to be chosen uniformly at
random from a large enough interval. We can assume that r and s are integer
values, otherwise appropriate scaling can be applied.) To properly hide x 1 + x2
and n1 +n2 in Step 2, we assume that k ≈ 2N where N = max{N1 , N2 }. Suppose
now that r &gt; s. The problem comes in Step 3 where the rational number t = s/r
must be transfered to P2. Using the well known technique of rational number
approximation, we show that under some choice of parameters, t leaks r and s
– a complete break of the protocol.
Transferring a rational number t typically is done by using fixed point arithmetic. Let t0 be the fixed point representation of t, so t0 equals t up to a (public)
number d of digits: t0 = u0 /2d for an integer 0 ≤ u0 &lt; 2d . To guarantee P2 a
2
sufficiently good approximation t0 &middot; ab of t &middot; ab = nx11 +x
+n2 in the last step, we need
d &gt; k + 2N + 1. Now, P2 runs an algorithm to compute a rational number approximation of t0 , that is to find (if it exists) the unique pair of coprime integers
r0 &lt; s0 in the interval [0, 2k − 1] such that
|u0 /2d − s0 /r0 | &lt; 1/22k+1 .
(10)
There are algorithms for this with complexity O(d log 3 d). See [16, 27] for example.
Assume that r and s are coprime (by a theorem of Dirichlet this happens
with asymptotic probability 6/π 2 ). Now, |u0 /2d − s/r| &lt; 1/2d ≤ 1/22k+1 . Hence
there must exist two integers r 0 and s0 satisfying (10). Since such integers are
unique we must have r 0 = r and s0 = s. Of course, given r and s, P2 can compute
x1 and n1 – a complete break of the protocol.
We note that the mean protocol from Abdallah and Du is used in several
places [10, 25, 26] ([25, 26] also discuss alternative solutions).
The matrix multiplication protocol of Du, Han, and Chen [11] Here
we review the matrix multiplication protocol from [11] and indicate why certain
applications of it leak information. Such an application is used in [11].
We start explaining a multiplication protocol (Protocol 2 of [11]). On input
of two n &times; n matrices A = (Aij ) and B = (Bij ) (for what follows we do not need
to further specify where the elements of A and B are chosen from) it outputs
shares V1 and V2 such that V1 + V2 = AB.
We vertically divide the n&times;n matrix M into two equal-sized sub-matrices M l
and Mr of size n &times; n/2 (we assume n is even); we horizontally divide M I = M −1
into two equal-sized sub-matrices MtI and MbI of size n/2 &times; n.
Protocol 9 MUL(A,B)
1. Both players generate a random, public, invertible n &times; n matrix M .
2. P1 computes A1 = AMl , A2 = AMr and sends A2 to P2.
3. P2 computes B1 = MtI B, B2 = MbI B and sends B2 to P1.
4. P1 computes V1 = A2 B2 and P2 computes V2 = A1 B1 .
At the end of the protocol P1 holds V1 , P2 holds V2 such that V1 +V2 = AB.
It is easy to see that the indicated protocol correctly computes shares V 1 and
V2 of the matrix product AB. However, as also noted in [11], the protocol leaks
information to both players: P2, for example, learns the n/2 &times; n matrix A 2 =
AMr in Step 2, where Mr is a public matrix it knows. Intuitively (if M is
properly chosen) this provides some information about the secret matrix A. To
be more precise, since Mr is a n &times; n/2 matrix, for each fixed column j of the
matrix A, P2 gets a system of n/2 linear equations with n unknown variables
Aij , 1 ≤ i ≤ n. In total P2 gets n2 /2 linear equations with n2 unknown variables
Aij , 1 ≤ i, j ≤ n. We note that in [11] the matrices M in the first step are chosen
according to a more complex distribution. However, our simplification does not
affect what follows.
If only applying the protocol once this may not be a problem. However, when
using this protocol more than once one has to be extremely careful: Any composition of this protocol applied to dependent instances may lead to a complete
break of the protocol.
This problem occurs in Section 4.5 of [11] when computing the inverse of
a matrix. Protocol MUL is applied to two dependent matrices: to a (random)
matrix Q and to its inverse Q−1 . Unfortunately this inversion protocol is a crucial
building block for all main results in [11].
We now describe the inversion protocol. The setting is that P1 holds matrix
A, P2 holds matrix B, and both want to securely compute shares V1 and V2 such
that V1 + V2 = (A + B)−1 . This is done in two main steps. In the first step P2
generates two random, invertible matrices, P and Q. The two players use MUL so
that P1 learns C = P (A + B)Q but P2 learns nothing about C. In a second step
P1 locally computes C −1 = Q−1 (A + B)−1 P −1 and both players run a protocol
to compute matrices V1 and V2 such that V1 + V2 = QC −1 P = (A + B)−1 . We
will show that after the execution of the protocol, P1 can learn P and Q.
In the first step P2 must reveal some information about Q, namely in the MUL
protocol P1 learns MbI Q for some public n/2 &times; n matrix MbI . In the second step
(as an intermediate step), P2 has to create shares of Q = Q1 +Q2 and send Q1 to
P1. P1 has to create shares of C −1 = C1 +C2 and send C2 to P2. Now both run a
multiplication protocol to get shares W1 and W2 such that W1 + W2 = C −1 Q =
(C1 + C2 )(Q1 + Q2 ) = C1 Q1 + C1 Q2 + C2 Q2 + C2 Q1 . To compute the shares W1
and W2 , the players have to run the protocol MUL twice: on inputs (C1 , Q2 ) and
on inputs (C2 , Q2 ). But at the point where the players run the multiplication
protocol MUL on inputs (C1 , Q2 ), P1 learns Q2 M̂r = (Q−1 − Q1 )M̂r , where the
n &times; n/2 matrix M̂r and the n &times; n matrix Q1 are known to P1.
So far in this inversion protocol P1 has learnt
S := MbI Q and
T := (Q
−1
− Q1 )M̂r + Q1 M̂r = Q
(11)
−1
M̂r
(12)
for a known n &times; n/2 matrix MbI , and for a known n/2 &times; n matrix M̂r .
2
Let Q = (Qij ) and Q−1 = (Q−1
ij ). Equation (11) provides n /2 linear equa2
tions in the unknown Qij , (12) provides n /2 linear equations in the unknown
−1
depends on Q, combining (11) and (12) we get n2 (not necessarQ−1
ij . Since Q
ily linear) equations in the unknown Qij . If M and M̂ where chosen at random,
with high probability the equations are independent and hence knowledge of S
and T provides enough information for P1 to compute Q. For small n, the matrix
Q can be computed efficiently. By a similar argument P1 also learns P enabling
it to compute P2’s input B and hence to completely break the protocol.
To save the MUL protocol from [11], one could argue that when the matrix M̂
is chosen properly (depending on Q, Q−1 and M ), then one may hope that the
resulting linear equations obtained by P1 can be made dependent on the previous
ones such that no new information about Q is released to P1. However, in [11]
the protocols using MUL or the inversion protocol as a sub-protocol become very
complex (as do the dependencies) and so this is very likely to become impractical.
We note that the main results of [11] still hold when one replaces the MUL
protocol by one that is provably secure. We suspect that the protocol proposed by
Atallah and Du [8] (which itself builds on an idea by Goldreich and Vainish [19])
can be proved secure.
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